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Continuous random variables X ~ (R, f)
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EXk = [, xKf(x) dx
mean value: EX
variance:

Some basic concepts
m |. Probability: numerical characteristics are moments

VarX = E(X — EX)?
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Some basic concepts

m |. Probability: numerical characteristics are moments
k _ k
= [ x*f(x) dx

mean value: EX
variance:  VarX = E(X — EX)?

m Il. Information and uncertainty:

Information theory: mean uncertainty of a distribution is
differential entropy ~ Hp = — [, f(x)log f(x) dx

Statistics: Fisher information (defined for parameters of
parametric distributions only)
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But there are some problems:
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Problem |: Moments
There are heavy-tailed distributions having neither variance nor
even mean value
Cauchy distribution

f(x)=

= ! —, EX~x7!
mo(l+ %

0.25

CAUCHY
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Problem II: Differential entropy

even in the case of the normal distribution
He = —/ f(x)log f(x) dx = log (av 27re)
X

is negative if o < 1/v2me

15/ )
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large variability

Description of continuous distributions by classical probability
theory is useful for distributions with neither too small nor too
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Problem Ill. Typical value: mean, mode or median ?
1.5
pdfs

=== without mean
1 — without mode
— negative entropy
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Point estimation

X (x1,.uxn)zFg={Fp:0c©CR"},0=(01,..,0m)

Moment method

A 1w

O E;Xik =EX*(0) k=1,..m

Inference function (x; 0)
1 n

S ulxi0) = Evi(0)  k=1,..m

i=1

classical: ML Yk = 81@ log f(x;0)  Fisher score, Ew2 FI

robust: f,6:  (x;fi, &) a bounded function
[m] = = =
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New view
9% cAUCHY 1

m. BETA

h(z)
s

~02
den&k Fabian

Every model has a finite center and variability and their estimates
ew view on continuous

are the center and variance of a random sample from them

[m]

=
probability distributions




Starting position

m We have find a "natural” inference function Sg(x) of the

model F and study random variables Sg(X) instead of X
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Starting position

m We have find a "natural” inference function Sg(x) of the
model F and study random variables Sg(X) instead of X
mlet G:g(y —p)

6% logg(y — p) = —g(yl_#)d%g(y —p) =Sc(y — )
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Starting position

m We have find a "natural” inference function Sg(x) of the
model F and study random variables Sg(X) instead of X

mlet G:g(y —p)

6% logg(y — p) = (yl m) dyg(y 1) = Scly — )
m score function Sg(y) = —% Scauchy(¥) = % 2(};/;;)2

025
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6 simple score functions: 6 different types

type Sc(y) g(y) distribution
UE sinhy ==~ le —%(eyte;y) hyperbolic
upP y %e‘iy normal
BU e’ —1 eYe ¢ Gumbel
UB 1—eY e Ve ¢’ extreme value
BB  tanh y2: :;Jr% (14?;)2 logistic
y 1

BR mz m Cauchy

0:4 = hyperbolic:

a(y)
03

0.2

0.1

— normal
--- logistic
- Cauchy |
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Normal distribution
1
glyip,o)=
™

Selyip o) =2F

o2

Sg)
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(ey +.1)p+q

'Prototype beta’
py
g(y) = ——

ey —
Se(y)="—P

ey +1
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Hyperbolic and normal
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Gumbel and extreme value

0.
0.5 —
a(y;e0 0.3
04 oo — 0.75| |
a=|—1
0.3 15
/ e —2
02 4 <
0.1
% 0 5
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Score random variable S¢(Y)
= Sely) =53}
typical value y* : Sg(y) =0

(mode)

score moments: ESE = [, S&(y)g(y) dy are finite
ESg =0, ES% Fischer information for y*
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Score random variable S¢(Y)

" Setn) = 41

typical value y* : Sg(y) =0 (mode)
score moments: ESE = [, S&(y)g(y) dy are finite
ESg =0, ES% Fischer information for y*

m suggested measure of variability: score variance

2 — 1
=

parametric estimates: SM method (y1, ..., yn) from G

—ZSG(y, = ESE0), k=1,..,m
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Why this approach is not used in statistics 7

m Why the score function is not taken as inference function ?
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Why this approach is not used in statistics 7

m Why the score function is not taken as inference function ?

m The reason is that —':((;)) for F on X # R does not work:

f(x) = Se7/2

04 S
0.3 2
0.2 1
f(x)
0.1 0
o)
0 2 4 6 8 10 0 2 4 6 8 10
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Scalar score function on X # R
m ldea: Scalar score (influence) function of F on X # R

exists. It is given by different formulas on different X .

Key word: Transformation
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Scalar score function on X # R

m ldea: Scalar score (influence) function of F on X # R
exists. It is given by different formulas on different X .

Key word: Transformation

m YnaR, G,g,5c. n71: R — X strictly increasing continuous

Transf. r.v. X = n~1(Y) has density
(y = logx,x — &)

f(x) = g(n(x))n'(x)
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Scalar score function on X # R

m ldea: Scalar score (influence) function of F on X # R
exists. It is given by different formulas on different X .

Key word: Transformation

m YnaR, G,g,5c. n71: R — X strictly increasing continuous

Transf. r.v. X = n~1(Y) has density
(y = logx,x — &)

f(x) = g(n(x))n'(x)

m Definition: t-score of F(x) = G(n(x))
TF(x) = Sc(n(x))
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Transformed distributions
prototype beta
.4

beta-prime
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Exponential distribution Y = n(X) = log X

gy)=ee®  Sgly)=¢ -1
1 d
f(x) =xe *= T =—xe “=x-1
(x) = x - F(x) 2% X
05
- T
03 2
02 0 f
01 0
0
0 2 4 6 8 10 L
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Exponential distribution Y = n(X) = log X

"Prototype’
gly)=e"e® Sey)=¢ -1
transformed
Fx) =xe ™S Tr() = L(xe ™) =x 1
X) = xe — X) = —(Xe =X —
X F dx
05 4
04 oy w7
03t X\ 7
02/ X600 y 7
{ )
o N e —
4 6 8 1-0 "o/ 2 I 6 8 ) ~
probability distributions
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Transformed distributions

type  Se(y)  Tr(x) f(x)
UE &=~ 1i(x-1) %e_(le/’;) inv. Gaussian
up y log x ﬁe_fbg X lognormal
BU e —1 x—1 e~ exponential
UB 1-—-e7” 1-1/x %e_l/x Fréchet
BB eﬁ—_} X—_} ﬁ loglogistic
BR ezj’r 27:“ ( +1X) log-Cauch

14y2 1+log? x wx(1+log? x) g€ y

oy @ = = =
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Transformed location parameter on R
|
y—nm

ag

X

c
g—)
T

I —1
ogx —logr _ (
o
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Transformed location parameter on R
|
y— K,
m Let

Ff(x/7)

Fisher score

X

o 2)
= 2 log(f(x/T))

logx —logT | (
- =

_ 1 f’
— 11— fx

77l
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Transformed location parameter on R
|
y—nm

m Let

ag

X
1f(x/7)
Fisher score

g ;)C
= & log(%f(x/7))
m t-score

I —1
ogx —logr _ (
o

—1

l-1- %%
Te(x/7) = — rmy sl (/7)) = -
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Transformed location parameter on R
|
y—nm

m Let

ag

X
%f(x/r)
Fisher score

g ;)C
= & log(%f(x/7))
m t-score

I —1
ogx —logr _ (
o

1 f’
]F(X/7 )
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For given F: whichn: X — R 7
a) universal:

log x
n(x) = { log
b) innate:

pro X
()
(I =x)
loggamma on X

= (07 OO)
pro X

= (05 1)

= (1,00)

(00 = Fy(log)"
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For given F: whichn: X — R 7
a) universal:

log x
n(x) = { log
b) innate:

(x)
(1=x)

pro X = (0,00)

pro X =(0,1)
loggamma on X = (1, 0)

o 1 c® 1 1
f(lx) = —(I a-1 ———— &
(X) r(a)(ogx) XC+1 r(a)(ogx)
n(x) = loglog x
den&k Fabian
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Lognormal
gly) =

_1(y—u
e 2
\/2

)2
yea
f(x) =

\/ yes X
15

Sely) =
~Llog?(%)¢

fix;1,0)

--05
osfl /3

(x) = clog(x/7)*

—15

-4
4
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Type BU:

12

Weibull, Type BU: gamma

1
08- )
06-

‘\
0.4

f(x;1,c)

N
02 -t

10
~05 | | 8
—0.75 |
c=—1
—15 | 1 4
—2 |
2
0 =
4 5 % 1 2
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Type UE: gen. inverse Gaussian, Type UB: Fréchet

1 2
08 - 0. L —
f(x;1,c) : 0 s
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Type UB: beta-prime

08 f(x;q.9)

h
06/} 0.5-
\

\\
04 %
\,
\

> g Sgixa.9)
02

..
oy
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Distributions on (0,1): Type UP: Johnson

4 T T 10,
=05 /
3 f(x;1/2,c) —075 | 5 S(x1/2,0) //
c=|—1 S — 2/
—15 g
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Type BB: beta

b p0) = oo T Tu(xipia) = (pralx—p

with x* = p/(p + q)

: 05 | |

! —075] SL(60,a) o
S fxaa) q=j—1 | | 4 F S

‘: —15 |/ e

—2 |/ e
7 R =
1 \\\ / 5 =
____________________ < 4 s
---------------------- /

00 02 04 06 0‘.8 1 0 02 0.4 06 08
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Kumaraswamy

A—1 Ayp—1 (1 | X)X)\
h(x) = Apx* 1 (1—x7) Tu(x) = (1+)\)x_/\+)\(<p_1)ﬁ
3 \\ TR |
2 ‘\\ 0 ———————————————————————
1 TF(XQXO)
| Olz ’ 06 08 1 5 02 04 06 08 1
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Systematics of distributions
e

é’—\T’?
,603 V2NN .y P /Lo?« x
‘@/ o)
7 ~ 2a3 =
cinly % N
( k——l—ﬁ
‘/—Er‘ﬁ b}k © =/
K e
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Mean, mode or median ?
EX = [ xf(x) dx

a(y)
[ 6
BETA-PRIME m. BETA h(z)
fx) Y N
NN ~ N\
‘\\ \ \\\ ¢ // \\\
R \\7 s % \
e /// ______________ \
0 1 2 3 4 0 02 04 06 08
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Typical value is x* : Tr(x) =0

score mean x* = 1~ 1(y*) is the image of the mode of the
prototype

prototype beta beta-prime

a(y)

B
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Mean EX and score mean x*

¢ q
f(x) = cxt e f(x) =
(x) ) = e
EX=T(1+1/c) x*=1 EX=—— x*=-=
g—1 q
10 : : : oy : :
=== §COre mean '= === score mean
6 J o
of Webull distribution of beta-prime distribution
4+ 4
2 2
% 05 1 5 ¢ 2 % 1 2 3 4 q 5
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Score average

_ 1 <&
Sk = ; SE(X))
SF()’?*) = ~§F so that X = SE1(§F)

In case of some distributions X* is a known statistic:

distribution X*

normal, gamma, beta X

lognormal XGeometric

. 1 c\l/c
Weibull (¢ const.) L xo)Y
heavy tails XHarmonic
o = = - =
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: 2 _ 2
Score variance wy = 1/ES¢

G g(y) Scly) y* wz  VarX
I
nor'me'al ?e_iuz lu Ul = 202
logistic E(uﬁ1)2 1ol 302 720 /3
CaUChy 0171' 1—:u2 %1_2'_11112 o 20.2 o
u=(y—p)fo
F f(x) TE(x) x* Wk
gamma %xae—xw: X — o % %
Weibll £(3)ce G () -1 7 =
Weibull EX =7T(1/c) VarX =72I(2/c)l?(1/c)

[m] = =
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1 xP~1
p,q) (x+1)Pta

beta-prime f(x) = B

Central and variability characteristics:

. ~1)
Euclidean EX = £ VarX = Plera=l
q-1’ (9—2)(q-1)?
1
Scalar-valued score x* = g w,z_- = %
0.8
0.7 Densities of the beta-prime with the same variability 03’2:
) and different X*F (squares)
0.6 S
0.5 B
0.4
0.3
0.2
0.1
% T 2 3 a 5 6
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Estimates of the score mean and score variance in a
contaminated beta-prime model

Sample score mean Sample score deviation
1.008 1.4
“sm
2 ML @ & o 1.3 : f,,':'_'
1.006, .
° ° 12
1.004 H 2 . N .- 14
1
1:0025 1 2 © o 1 . 2
Standard deviations Standard deviation
0.0 025
02
0.15
0.01
0.1
°
0.05
0.005, 1 2 K ] 1 2 K

maximum likelihood SM score moment estimates

[m] = -
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New characteristics of continuous random variables

scalar-valued score: likelihood score for

the typical value of distribution, the score mean

and score variance, representing variability
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